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Abstracts

Wavelet-based Scaling Indices for Machine Learning: Robust Trimean Estimators
Brani Vidakovic

Massive data sets, functional data, and high-frequency sampled processes intrinsically invariant to 

changes in scale are routinely observed and stored. A catchphrase ``scaling is omnipresent" certainly holds for many high frequency time series and high-resolution images.

General multiscale domains provide an environment for analyzing, describing, and modeling data that scale, and for unifying several related attributes describing regularity, fractality, multi-fractality, self-similarity, and long memory. 

In this talk we focus on the wavelet-based estimation of scaling indices.

In particular, we focus on nondecimated, scale-mixing,  complex-valued decompositions. They result in a hierarchy of imbedded multiresolution subspaces that lead to a multiscale spectra. Like in the Fourier transforms, where the rate of linear decay of the log-power spectra over the frequencies characterizes

the regularity/smoothness  of a time series/image, the slopes in the regression involving the log-averages of squared wavelet coefficients, lead to alternative and arguably more local and stable descriptors of signal/image regularity.

Such descriptors, as arguments in ML procedures provide an additional discriminatory power.

 
Discrete Trawl Models  
Paul Doukhan

 Long memory was first defined as the fact that stationary processes have non summable covariances. In 1961 Murray Rosenblatt exhibited the long memory properties of functions of a Gaussian process. Namely the partial sums process renormalised with $n^H$ for $H>1/2$ may converge to some non Gaussian process. The aim of the talk is to consider a new class of such models with possibly integer values.

A large class of such trawl processes is easily proved to have long memory. It is given by a process named the seed which may be either a stochastic Brownian integral, Poisson or Bernoulli ...

Then one may prove that both a fBm limit or a stable Lévy limit can be obtained as limits of the partial sums process in the current case. The latter Lévy limit is obtained for integer valued models. 

Various estimation techniques are discussed. Other issues are also on progress. 
 

 
On the Estimation of Locally Stationary Long-Memory Time Series

 

Wilfredo Palma

This talk addresses the problem of estimating locally stationary time series. It analyzes the statistical properties of a spectrum-based Whittle parameter estimation procedure for long-range dependent locally stationary processes.  Both theoretical and empirical behaviors are investigated. In particular,  a central limit theorem for the Whittle likelihood estimation method is  derived under mild distributional conditions, extending its application to a wide range of non-Gaussian time series. The finite sample properties of the estimators are examined via Monte Carlo experiments with Gamma and Log-normal noise distributions. These simulation studies demonstrate that the proposed method behaves properly even for small to moderate sample sizes. Finally, the practical application of this methodology is illustrated by means well-known real-life data examples.

Some Problems in Fitting Nonlinear Time Series Models 

David Stoffer

Inference for nonlinear models can be difficult and often relies on derivative free numerical optimization techniques.    Promising methods are based on particle approximations. The methods can be used for both classical inference (e.g., Monte Carlo EM type algorithms) and Bayesian inference (e.g., Gibbs sampler).  Particle methods are an extension of sequential importance sampling (SIS). Although the SIS algorithm has been known since the early 1970s, its use in nonlinear problems remained largely stagnant until the early 1990s. Obviously the available computational power was too 
limited to allow convincing applications of these methods, but other difficulties plagued the technique. I will discuss a few modern approaches.

Smoothing Quantile Regressions 

Marcelo Fernandes

We propose to smooth the entire objective function rather than only the check function in a linear quantile  regression context. We derive a uniform Bahadur-Kiefer representation for the resulting convolution-type kernel estimator that demonstrates it improves on the extant quantile regression estimators in the literature. In addition, we also show that it is straightforward to compute asymptotic standard errors for the quantile regression coefficient estimates as well as to implement Wald-type tests. Simulations confirm that our smoothed quantile regression estimator performs very well in finite samples. (Joint work with Emmanuel Guerre and Eduardo Horta)
 

Estimation of Causal Functional Linear Regression Models

 J. C. S. de Miranda 

We present a methodology for estimating causal functional linear models using orthonormal tensor product expansions. More precisely, we estimate the functional parameters α and β that appear in the causal functional linear regression model: 

Y(s) = α(s) + ∫ β(s, t)X(t)dt + E(s), 

where supp β ⊂ T, and T is the closed triangular region whose vertexes are (a, a), (b, a) and (b, b). We assume we have an independent sample {(Y_k, X_k) : 1 ≤ k ≤ N, k ∈ N} of observations where the X_k’s are functional covariates, the Y_k’s are time order preserving functional responses and E_k, 1 ≤ k ≤ N, is i.i.d. zero mean functional noise.


Causal Inference for Time Series - a Review
Marcelo M. Taddeo

Inferring causal relationships from observational data is certainly one of the major challenges in applied sciences, especially in the social (eg, Economics) and health (eg Epidemiology) sciences. Several approaches have been proposed to deal with this problem and among them we highlight the Causal Structural Models, particularly as introduced by Judea Pearl. In this presentation, we will attempt to present a review of causal inference in the Time Series field. We will state the problem of causal inference for time series in their most common forms and discuss how it was addressed recently. In addition, we will deal with the problem of learning from causal structure in the same context — that is, how to establish causal links from raw data.

Estimation of ARFIMA Models: A Minimum Distance Approach 

Mauricio Zevallos

 The paper proposes a new minimum distance estimator (MDE) for Gaussian ARFIMA processes with long-memory parameter in the interval d ∈ (− 1/ 2 , 1/ 2 ). The MDE method is based on the minimization of the distance between sample and population autocovariance differences. This permits, in addition, the simultaneous estimation of the variance of the errors. It is shown that the new estimator satisfies a central limit theorem and Monte Carlo experiments indicate that the proposed estimator performs very well. The proposed method is illustrated with the estimation of real-life time series.
A Robust Stable GAS Model for Financial Time Series
Daniel Takata Gomes 
We propose a new GAS (Generalized Autoregressive Score) model with symmetric stable distribution for volatility modeling. Since the GAS updating mechanism, based on the score function, provides the natural direction for updating the time-varying variance, and the stable distribution can deal properly with heavy-tailed and leptokurtic series, the structure can be seen as a robust version of the well-known GARCH model. In fact, it encompasses the classic Gaussian GARCH model as a particular case. Simulation studies, as well as an application to real data, illustrate the effectiveness of the proposed approach (Joint work with Chang Chiann and Clélia Toloi).

Directed Wavelet Covariance for Locally Stationary Processes
Kim Samejima
 We propose a causal wavelet decomposition of the covariance structure for bivariate locally stationary processes: the Directed Wavelet Covariance (DWC). Compared to Fourier-based quantities, wavelet-based estimators are more appropriate for non-stationary processes and processes with local patterns, outliers and rapid regime changes like in EEG experiments with the introduction of stimuli. Next we propose a decomposition for the variance of multivariate processes with more than two components: the Partial Directed Wavelet Covariance (pDWC). Considering a N-variate locally stationary process, the pDWC calculates the Directed Wavelet Covariance of X1(t) with X2(t) eliminating the effect of the other components X3(t), . . . , XN (t). The proposed Directed Wavelet Covariance decomposition is a different approach to deal with non-stationary processes in the context of causality. The use of wavelets is a gain and adds to the number of studies that can be addressed when Fourier transform does not apply. The pDWC is an alternative for multivariate processes and it removes linear influences from observed external components.
Seasonal Weighted Lag Adaptive LASSO
Flávio Ziegelmann

The main purpose of this paper is to propose a new LASSO type penalty aiming to improve out-of-sample forecasting performance for seasonal time series in high dimensionality scenarios. We also present results concerning parameter estimation performance. Our approach leads to what we call SWLadaLASSO (seasonal weighted lag adaptive LASSO) which assigns larger penalties for higher-lagged

covariate coeffcients - based on the idea of WLadaLASSO by Konzen and Ziegelmann (2016) - except those associated with the seasonal lags of the response variable.

It can be considered a generalization of the WLadaLASSO. In our Monte Carlo studies, the SWLadaLASSO is superior in terms of forecasting,  parameter  estimation and also covariate selection in 
most of the cases when compared to other LASSO-type penalty models. An empirical application is conducted to evaluate the capability of the proposed approach to forecast Brazilian GDP growth.

Additionally, a set of forecast combinations is implemented in search of forecast accuracy improvement.

Deformation, non-Euclidean Metrics Towards Spatial-temporal Process 
Ronaldo Dias
We are proposing  a new approach to estimation of the spatial deformation model for nonstationary spatial covariance structure introduced by Sampson and Guttorp in the 1990s.  This subject is of fundamental importance in the modeling and analysis of spatial and spatio-temporal monitoring data common in the environmental sciences.  It allows more accurate spatial prediction, and can be used in 
the design of monitoring networks for environmental pollution, a critical issue in assessing the impacts of industrial sources of air pollution.
This approach  based on B-splines, addresses a two important weaknesses in current computational approaches.  First, it allows one to constrain estimated 2D deformations to be non-folding (bijective) in 2D.  This requirement of the model has, up to now, been addressed only by arbitrary levels of spatial 
smoothing.  Second, it uses a dimension reduction strategy than enables application to larger datasets of spatial monitoring sites of environmental data.  

Factor Model with Functional Loadings for Time Series

 Chang Chiann 
In the context of the factor models there are different methodologies to modeling multivariate time series that exhibit a second order nonstationary structure, co-movements and transitions over time. Models with abrupt structural changes and strict restrictions (often unrealistic) in factor loadings, when they are deterministic functions of time, have been proposed in the literature to deal with multivariate series that have these characteristics. In this work, we present a factor model with loadings time-varying continuously to modeling non-stationary time series and a procedure for its estimation that consists of two stages. First, latent factors are estimated using the principal components of the observed series. Second, we treat principal components obtained in first stage as covariate and the functional loadings are estimated by wavelet functions and generalized least squares. Asymptotic properties of the principal components estimators and least squares estimators of the wavelet coefficients are presented. The performance of the methodology is illustrated by simulations. An application to the model proposed in the energy spot market of the Nord Pool is presented
(Joint work with Duván Cataño)

Identifying Potential Biomarkers Through Bivariate MALDI-MS Data

Mariana Rodrigues Motta
Changes in the lipid composition of the bovine uterus exposed to greater (LF-LCL group) or lower (SFSCL group) concentrations of progesterone during post-ovulation were investigated by matrix assisted laser desorption ionization-mass spectrometry (MALDI-MS). A mass spectrum represents the relative abundances of 

ions with various m/z values, normally ranging from several hundred m/z up to a few tens of thousands. The most common statistical method for identifying the significantly differential peaks in the spectral data largely 

used and accepted by the mass spectrometric community is the principal component analysis (PCA). The overall goal of PCA is to reduce the dimensionality of a data set, simultaneously retaining the information present in the data. We study a data set based on extracts  of   two  slices  of  uterus  taken 
from 17 cows, 7 belonging to LF-LCL group and 10 belonging to SF-SCL group. The samples were submitted to MALDIMS analysis and the raw  data  consisted  of  the peak  intensities measured at 9795 
values of m/z varying from 619.919 to 850.000 with peak intensities varying between 0 and 2677. After preprocessing, data consisted of 76 potential biomarkers whose m/z value intensities were standardized to be in the (0, 1) interval. Due to the small sample size, the usual PCA methods could not identify biomarkers that discriminated between the two groups. A model-based approach was therefore proposed and found able to classify the MALDI-MS data, fitting a mixture of bivariate beta distributions to accommodate the large number of zero observations as well as the bivariate nature of the data (Joint work with Nancy Garcia, Katia Belazb, Alessandra Tatab, Moana Francac, Mário Binellic, Marcos Eberlinb)

A Bayesian Flexible Model for Integer-valued Autoregressive Processes

Helton Graziadei
The traditional econometric models assume continuously valued processes. However, continuous models are not suitable for discrete data, especially in low-count scenarios. As a consequence, Al-Osh and Alzaid introduced the integer-valued autoregressive (INAR) process to analyze count time series with an inherent birth-and-death structure. In this work, we propose a generalized INAR(1) model based on a mixture of Geometric and Poisson distributions. This flexible model accommodates a wider range of innovation patterns as well as allows to learn the appropriate level of overdispersion from the data in a full Bayesian fashion. We derive a data-augmentation scheme to obtain the samples from the posterior distribution of the model parameters. Moreover, we compare the forecasting performance of the proposed models in a real data set.
Nonparametric Regression with Warped Wavelets and Strong

Mixing Processes
Rogério F. Porto
We consider the situation of a univariate nonparametric regression where either the error or the predictor follows a strong-mixing stochastic process and the other term follows  an independent and identically distributed sequence. In this study, we restrict the error term of the regression model to be normally distributed. Also, we estimate the regression function by expanding it in a wavelet basis and applying a hard threshold to the coefficients. Since the observations of the predictor are unequally distant from each other, we work with wavelets warped by the density of the predictor variable. This choice enables us to retain some theoretical and computational properties of wavelets. We propose a unique estimator and show that some of its properties are the same for both model specifications.  Specifically,  in both cases the coefficients are unbiased and their variances decay at the same rate. Also the risk of the estimator, measured by the mean integrated square error is almost minimax and its maxiset remains unaltered. Simulations and applications illustrate the similarities and differences of the proposed estimator in both situations. (Joint work with Luz Marina Gómez and Pedro Morettin)

